Annual CO₂ budget and seasonal CO₂ exchange signals at a high Arctic permafrost site on Spitsbergen, Svalbard archipelago
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Abstract. The annual variability of CO₂ exchange in most ecosystems is primarily driven by the activities of plants and soil microorganisms. However, little is known about the carbon balance and its controlling factors outside the growing season in Arctic regions dominated by soil freeze/thaw processes, long-lasting snow cover, and several months of darkness. This study presents a complete annual cycle of the CO₂ net ecosystem exchange (NEE) dynamics for a high Arctic tundra area at the west coast of Svalbard based on eddy covariance flux measurements. The annual cumulative CO₂ budget is close to 0 g C m⁻² yr⁻¹, but displays a strong seasonal variability. Four major CO₂ exchange seasons have been identified. (1) During summer (snow-free ground), the CO₂ exchange occurs mainly as a result of biological activity, with a dominance of strong CO₂ assimilation by the ecosystem. (2) The autumn (snow-free ground or partly snow-covered) is dominated by CO₂ respiration as a result of biological activity. (3) In winter and spring (snow-covered ground, low but persistent CO₂ release occurs, overlaid by considerable CO₂ exchange events in both directions associated with high wind speed and changes of air masses and atmospheric air pressure. (4) The snow melt season (pattern of snow-free and snow-covered areas) is associated with both meteorological and biological forcing, resulting in a carbon uptake by the high Arctic ecosystem. Data related to this article are archived at http://doi.pangaea.de/10.1594/PANGAEA.809507.

1 Introduction

Northern terrestrial ecosystems have an important role in the earth’s climate system due to their ability to sequester the greenhouse gas carbon dioxide (Graven et al., 2013; Shaver et al., 2007). However, our understanding of the transient carbon dynamics of a thawing Arctic remains rudimentary. Due to the difficulties involved in collecting measurements in cold, remote regions, there have been very few year-long studies of net CO₂, water, and energy exchange using micrometeorological methods (e.g., Euskirchen et al., 2012; Lund et al., 2012). However, it is critical to improve the understanding of the variations in carbon and water fluxes across the different types of permafrost tundra ecosystems in order to be able to validate and predict future carbon and water budgets in coupled earth system models (Shaver et al., 2007).

The annual carbon budgets of Arctic ecosystems are not only characterized by growing season exchanges, but also by losses and gains that occur during the transition seasons of spring (snowmelt/soil thaw) and autumn (senescence/soil freeze) as shown by several studies (e.g., Marushchak et al., 2013; Heikkinen et al., 2004), particularly for Siberia (Corradi et al., 2005), Alaska (e.g., Kwon et al., 2006; Euskirchen et al., 2012), Greenland (e.g., Soegaard et al., 2000), Svalbard (Lloyd, 2001a, b), Canada (Humphreys and Lafleur, 2011), and northern Scandinavia (e.g., Aurela et al., 2004).
Most ecosystems experience interannual and across-site variability in CO$_2$ exchange that is primarily driven by growing season dynamics and moisture conditions (Lloyd et al., 2001; Uchida et al., 2009). However, in climatic regions dominated by snow, ice, and soil freeze/thaw processes, interactions between permafrost and atmosphere during the snow-covered dark winter months and early (pre-melt) spring may also make a significant contribution to the carbon cycle. Estimated winter CO$_2$ releases have been reported to make up between 20% and 40% of an ecosystem’s annual carbon loss (Zimov et al., 1996; Fahnestock et al., 1999; Elberling and Brandt, 2003; Euskirchen et al., 2012).

Several studies have shown growing season CO$_2$ exchange in tundra ecosystems to be closely related to the timing of snowmelt, with earlier snowmelt resulting in a greater uptake of atmospheric CO$_2$ by the ecosystem. Cumulative growing season net ecosystem exchange (NEE) values between $-1.4$ g C m$^{-2}$ and $-23.3$ g C m$^{-2}$ have been reported for wet tundra by Soegaard and Nordstroem (1999), Nordstroem et al. (2001), and Tagesson et al. (2012), and for a high Arctic heath tundra ecosystem by Groendahl et al. (2007), and Lund et al. (2012). Previously published values for winter CO$_2$ release in Alaska range from $+2$ g C m$^{-2}$ yr$^{-1}$ for tussock tundra in northern Alaska (Fahnestock et al., 1998) to $+111$ to $+189$ g C m$^{-2}$ yr$^{-1}$ at sites in northern and central Alaska (Grogan and Chapin, 1999). Multiyear ground-based carbon budget analyses from the Arctic tundra and boreal forest sites show high levels of spatial and temporal variability (Johansson et al., 2006). Aurela et al. (2004) reported that a fen at a sub-Arctic site in Kaamanen (northern Finland) acted as a sink for atmospheric CO$_2$, with a mean NEE rate of $-22$ g C m$^{-2}$ yr$^{-1}$, determined from a 6-year data set. Carbon balances reported for sites on the North Slope of Alaska (68 to 71°N) range from an accumulation of $-109$ g C m$^{-2}$ yr$^{-1}$ (Chapin et al., 1980) to a release of more than $+200$ g C m$^{-2}$ yr$^{-1}$ (Oechel et al., 1993). A very large interannual variability in the CO$_2$ ecosystem exchange was reported by Schuur et al. (2009) from a sub-Arctic site with extensive thawing of permafrost, ranging from a source of CO$_2$ to the atmosphere (at $+80$ g C m$^{-2}$ yr$^{-1}$) in 1 year to a sink (at $-40$ g C m$^{-2}$ yr$^{-1}$) in the following year. This considerable interannual and inter-site variability in conjunction with the lack of year-round micrometeorological studies makes it challenging to compile a coherent picture of the factors driving NEE, with conclusions based on a multitude of short-term CO$_2$ flux studies.

A year-round carbon exchange study on continuous permafrost Arctic tundra using the eddy covariance method was carried out by Euskirchen et al. (2012), who investigated three tundra ecosystems (heath tundra, tussock tundra, and wet sedge tundra) in Innnavat Creek, Alaska. Their study showed that, despite interannual and seasonal variability, the net CO$_2$ accumulation during the growing season was generally lost through respiration during the snow-covered months of September–May so that these ecosystems were net sources of CO$_2$.

There is a critical need to improve our understanding of the variations in carbon and water fluxes across the different types of tundra in order to be able to predict future carbon and water budgets. In this paper we present a full annual cycle of the carbon dynamics at a high Arctic site underlain by permafrost that is currently experiencing warming (Isaksen et al., 2007).

2 Materials and methods

2.1 Study site

The investigations were carried out in the high Arctic Bayelva catchment (Fig. 1), close to Ny-Ålesund on Spitsbergen Island in the Svalbard archipelago (78°55' N, 11°57' E), where continuous permafrost underlies the unglaciated coastal areas to a depth of about 100 m (Humlum, 2005). The West Spitsbergen Ocean Current, a branch of the North Atlantic Current, warms this area to an average air temperature of about $-13$ °C in January and $+5$ °C in July, and provides about 400 mm of precipitation annually, falling mostly as snow between September and May. In a bioclimatic context, the area is a semi-desert ecosystem and not wetland or heath tundra (Uchida et al., 2009). Significant warming of air temperatures has been detected since 1960, which is generally attributed to changes in the radiation budget and in atmospheric circulation patterns (Hanssen-Bauer and Forland, 1998). This warming is also reflected in the permafrost temperatures, as recorded from boreholes (Isaksen et al., 2001, 2007).

Over the past decade the Bayelva catchment has been the focus of intensive investigations on soil and permafrost conditions (Roth and Boike, 2001; Boike et al., 2008; Westermann et al., 2010, 2011), the surface energy balance (Boike et al., 2003; Westermann et al., 2009a, b; Lüers and Boike, 2013), and micrometeorological processes controlling the surface gas and energy exchange (Lüers and Bareiss, 2010, 2011, 2013). The catchment area is bordered by two mountains, Zeppelinfjellet and Scheteligfjellet, between which the glacial Bayelva River originates from the two branches of the glacier Brøggerbreen. The terrain flattens out to the north of the study site and about 1 km downstream, the Bayelva River flows into the Kongsfjorden and the Arctic Ocean. Within the catchment and the footprint of the flux measurements, areas of sparse vegetation alternate with exposed soil and sand, or rock fields. Typical permafrost features such as mud boils and non-sorted circles are found in many parts of the study area.

The Bayelva soil and climate monitoring station, which is located on top of the hill Leirhagen (25 m a.s.l.), has been recording climatological parameters and permafrost temperatures since 1998, while an eddy flux tower was constructed.
on the gentle (< 5°) southern slope of the hill in 2007 (Westermann et al., 2009a). This flux measurement complex consists of a CSAT3 ultrasonic anemometer (Campbell Scientific Ltd.) for measuring turbulence variations of all three wind vectors and sonic temperature, and a LI-7500 open-path gas analyzer (LI-COR Biosciences) for measuring CO₂ and H₂O concentrations (45° tilted position). Both instruments are calibrated by the manufactures at least once a year. The measurement height is 2.9 m a.g.l. during the snow-free season. The snow height around the station is continuously monitored by an SR50 sonic ranging sensor (Campbell Scientific Ltd.).

The dominant ground pattern around and within the footprint area flux station consists of non-sorted soil circles. The bare soil circle centers are about 1 m in diameter, surrounded by a vegetated rim consisting of a mixture of low vascular plants including various species of grass and sedge (Carex spp., Deschampsia spp., Eriophorum spp., Festuca spp., Luzula spp.), catchfly, saxifrage, willow, some other locally common species (Dryas octopetala, Oxyria digyna, Polygonum viviparum), and unclassified species of moss and lichen (Ohtsuka et al., 2006; Uchida et al., 2009). The vegetation cover at the measurement site was estimated to be approximately 60%, with the remaining being bare soil with a small proportion of stones (Lloyd et al., 2001). The silty clay soil has a low organic content, with volumetric fractions of less than 10% (Boike et al., 2008).

2.2 Evaluation of CO₂ fluxes

The eddy covariance data for 12 months from March 2008 to March 2009 were processed with the internationally standardized TK2 eddy covariance software package (Mauder et al., 2008; Mauder and Foken, 2004, 2011), which produces quality-classified mean values (in our case 30 min aggregated CO₂ fluxes) from the high-frequency data applying, for example, spike detection (Vickers and Mahrt, 1997), correction of spectral loss (Moore, 1986), determination of the time delay between sensors, and correction for density fluctuations (Webb et al., 1980).

This flux-calculating strategy has been successfully applied in major field experiments outside the Arctic region such as the Energy Balance Experiment (EBEX-2000; Mauder et al., 2007; Oncley et al., 2007), the Linden-Mörmann Inhomogeneous Terrain – Fluxes between Atmosphere and Surface: a long-term Study (LITFASS-2003; Mauder et al., 2006), and the Convective and Orographically-induced Precipitation Study (Eigenmann et al., 2011), as well as within the Arctic region (Arctic Turbulence Experiment – ARCTEX-2006, 2009; Lüers and Bareiss, 2010, 2011; Westermann et al., 2009a; Jocher et al., 2012). A quality assessment procedure, comprised of a steady-state test (trend conditions) and an integral turbulence characteristics test (to assess the development of turbulent conditions) was employed following the classification procedure proposed by Foken and Wichura (1996) and further developed by Foken et al. (2004) and Lüers and Bareiss (2011). Compared to a simple friction velocity threshold criterion, this quality
assessments leads to an increase in the number of valid NEE data, especially during weak turbulent exchange conditions (Ruppert et al., 2006), because turbulence still exists at low friction velocities under steady-state conditions and during intermittent turbulence.

The steady-state test indicated generally high-quality measurement conditions for the Bayelva data set. Most of the momentum fluxes (i.e., 98%) and 92% of the sensible heat fluxes were classified as high quality. The stationarity assumption was fulfilled for 90% of the water vapor flux (latent heat) and 92% of the CO₂ fluxes. Most of the low-quality classes in the steady state test occurred during periods of very stable atmospheric stratification (during winter, spring, and autumn), and also during storm, rain, and snowfall events. The integral turbulence characteristics test showed for 98% of all cases that the turbulence of the vertical wind fluctuation was well developed and suitable for reliable CO₂ flux calculations.

A wind-direction (fetch)-dependent error – affecting in particular the vertical wind vector component – can occur in the hilly terrain of the Bayelva site in response to the sensor geometry, its position, and its orientation with respect to the topography-dependent wind flow field (Foken et al., 2012; Finnigan et al., 2003). To minimize this tilt error, a three-dimensional coordinate system transformation by matrix multiplication was applied to the Bayelva data set, using the planar fit method of Wilczak et al. (2001). This method ideally results in a vertical wind vector of zero, averaged over periods between 1 and 3 weeks. For most of these periods, the mean bias offset between the measured and fitted planes was about 0.03 and a correlation coefficient of 0.92 µmol m⁻² s⁻¹. A footprint analysis by Westermann et al. (2009a) suggests an undisturbed footprint area with the flow paths of the main wind directions unobstructed by artificial structures (Fig. 1). A still unresolved, but potentially important source of errors in particular during winter conditions is the heat generated by the sensor body of the LI-7500 open-path gas analyzer, which may generate convection within the sampling volume (Lafleur and Humphreys, 2007). The correction methods proposed by Burba et al. (2008) and Burba (2013) yield unrealistic flux values for the Bayelva data set so that we chose not to apply this correction (see Appendix A for details).

2.3 Error filtering and gap filling

Following Papale et al. (2006), we used an expanded multi-step error filter algorithm to statistically examine the aggregated time series of flux and meteorological data for outliers and inhomogeneities. After discarding flux values with low TK2 quality flags according to the quality classification system of Foken and Wichura (1996), an adjustable multi-step error filter including a status-or-threshold value check (i.e., the LI-7500 diagnostic feature) and a quantile and standard deviation filter was applied to detect and remove any major outliers.

In total, 27% of all possible flux data were discarded and had to be gap filled. Approximately 1% of the flux data were rejected due to low TK2 quality and 3% were eliminated by the statistical outlier check, typically distributed over very small gaps of only one or two 30 min values. Otherwise, the most common gap sizes were between 1 and 2 h, or between 1 and 2 days (together comprising 16% of all flux data), in most cases related to snow and/or rain events. Caused by malfunctions in the eddy covariance system, the flux measurements were interrupted for 5 days in July (9–13 July 2008), for 16 days in October 2008 (2–18 October), and for 4 days each in February and March 2009 (18–21 February and 5–8 March). These periods comprise about 7% of the entire flux data set. Finally, during a 5-week period from 1 January to 6 February 2009, the high-frequency 20 Hz records were not stored because of a memory card error so processing with the TK2 software package was not possible. However, the pre-calculated 30 min flux data from the data logger’s internal Campbell Scientific eddy covariance software were available and could be fitted into the time series without any major gaps.

The small gaps of one or two 30 min values were filled by linear regression with a window size of four values (two before the gap, and two after). To fill the medium-sized gaps (maximum length of 2 days, 58% of all missing data) and the four large gaps (July and October 2008, February and March 2009) the missing flux data were parameterized with the Michaelis–Menten light response function for plants (in the narrow sense of CO₂ assimilation by plants, Michaelis and Menten, 1913; Falge et al., 2001), which relates CO₂ exchange to incoming shortwave radiation recorded at the Bayelva climate station.

We applied a 60-day data binning from 13 March 2008 (day 1) to 31 March 2009 (day 384), resulting in six intervals. A reasonable fit of the light response function was achieved only during the snow-free growing season period days 121 to 181 (11 July–9 September 2008). The estimated saturation flux (NEE) was -0.92 µmol m⁻² s⁻¹, with a standard error of 0.03 and a correlation coefficient R² of 0.48 between the parameterized NEE and measured (smoothed) flux values (Gaussian low-pass filter, 10-day window). With this approach it was possible to fill the data gaps between June and October. For the rest of the year, when there was full snow coverage and/or no sunlight, no significant correlation was found between meteorological parameters (e.g. wind or net radiation) and the net CO₂ exchange between the atmosphere and the snow pack. The 4-day gaps in February and March 2009 were therefore statistically filled using smoothed (running average) measured data from 2 days before and 2 days after the gap.
3 Results

3.1 The annual CO$_2$ budget

Figure 2 displays the quality-controlled and gap-filled annual and daily cumulative CO$_2$ budget and related meteorological parameters between March 2008 and March 2009, with a marked effect of error detection and gap filling. An annual budget of close to 0.0 g C m$^{-2}$ yr$^{-1}$ was found for the Bayelva catchment over the study period. The annual budget can be broken down into four main seasons, with the study area acting as a net sink during snow ablation (mid-May to end of June, $-1.4$ g C m$^{-2}$) and the snowfree summer season (July and August, $-10$ g C m$^{-2}$), and a net source in autumn (September and October, $+4.6$ g C m$^{-2}$) and during winter (April 2008, November 2008 to March 2009, $+6.4$ g C m$^{-2}$). These periods roughly correspond to the characteristic heat and energy balance periods identified for this site (Westermann et al., 2009a).

In 2008, the snowmelt period started in the last week of May and terminated between 20 June and 6 July. The CO$_2$ flux during intensive snowmelt was mainly directed upward (release) into the atmosphere (with positive flux rates of up to $+0.3$ g C m$^{-2}$ day$^{-1}$) and had a distinct diurnal character, with higher positive values for CO$_2$ release at noon and in the afternoon.

Directly after snowmelt the tundra ecosystem changed into a CO$_2$ sink (with negative flux rates of up to $-0.4$ g C m$^{-2}$ day$^{-1}$) characterized by CO$_2$ assimilation by plants, as reflected in the diurnal pattern of photosynthetic activity following insolation. During the month of August, the balance between assimilation and respiration shifted increasingly towards respiration, which correlated strongly with declining insolation and the first occurrence of darkness at night (on 23 August). During September the decreasing photosynthetic activity, together with the absence of snow, but with air and soil temperatures above freezing, led to
prevalent ecosystem respiration and positive CO₂ fluxes over a 3- to 4-week period (Fig. 2).

These positive CO₂ fluxes continued until the first severe frost (25 September 2008) and/or the first full snow coverage (end of October 2008) limited any further biological activity. During the snow-covered (winter) period October to May, the processes forcing CO₂ accumulation and CO₂ release counterbalance each other, resulting in very low flux rates of $\pm 0.1 \text{ g C m}^{-2} \text{ day}^{-1}$. However, a discernible period with small but persistent fluxes from the snow pack to the atmosphere lasted approximately until January 2009. In the following period, considerable CO₂ exchange events (accumulation into the snow pack or release into the atmospheric boundary layer) of up to $\pm 2 \text{ g C m}^{-2}$ within a few days were recorded (Sects. 3.2 and 4.1).

### 3.2 Snow–atmosphere exchange of CO₂

As evident from Fig. 2, a number of significant CO₂ exchange events between the snow pack and the atmosphere were recorded during winter and spring, both as positive CO₂ release into the atmosphere and negative CO₂ accumulation into the snow. Two of these episodes are documented in detail:

Figure 3 presents an episode of strong CO₂ emissions which occurred during mesoscale pressure and air mass changes in March 2009 from a 1.2 m thick snow pack. Following the arrival of a warm front on 16 March, the atmospheric air pressure rapidly decreased by 22 hPa (Fig. 3a), which coincided with a sudden increase of the wind speed (from less than $2 \text{ m s}^{-1}$ to up to $8 \text{ m s}^{-1}$), a change in wind direction from east to south (Fig. 3b, c), and an increase in air temperature from $-25^\circ \text{C}$ to $-10^\circ \text{C}$. Under such conditions (sharp drop of air pressure and high wind speed), a significant CO₂ release from the snow pack (positive sign, upward flux) was observed until the next air mass change occurred during the ongoing passage of a warm front on 17 March. The wind direction changed from east to northwest and the wind speed increased to more than $8 \text{ m s}^{-1}$ about 1.5 day. While the atmospheric CO₂ concentration increased slightly, the CO₂ release intensified to high rates of $+40$ to $+50 \text{ mg C m}^{-2} \text{ day}^{-1}$ for approximately 1 day. After that, the CO₂ release rates displayed a strong decline although the wind speed remained high. The emission event terminated with the passage of a next cold front on 19 March, which was accompanied by a strong decrease of the wind speed and a drop in air temperature down to $-26^\circ \text{C}$.

An event with strongly negative CO₂ fluxes (i.e., uptake) occurred in spring 2008 during a distinct pressure and air mass change between 14 and 24 April (Fig. 4). As in the previous case, a cold front passed on 16 April resulting in a sharp drop in air pressure of 38 hPa, and in conjunction with high wind speeds ($10 \text{ m s}^{-1}$), coincided with a measured peak of CO₂ release from the 1 m thick snow pack. In this case, the strong winds persisted for 7 days until 23 April, and different from the emission event in 2009, the air pressure increased continuously from 990 to 1019 hPa while the CO₂ release from the snow decreased. Around 20 April, the CO₂ emission was replaced by a strong downward-directed CO₂ flux (up to $-50 \text{ mg C m}^{-2} \text{ day}^{-1}$). This period of a significant downward-directed CO₂ fluxes terminated on 23 April after the wind calmed down and the wind direction changed from northwest to southeast. A similar strong uptake event occurred between 15 and 19 June 2008 during snowmelt (not shown), where snow-free areas already occurred in the eddy footprint area (see Fig. 13 in Westermann et al., 2009a). All three events have a pronounced impact on the yearly balance, with total absolute contributions of 2 to 3 g C m$^{-2}$ per event (Fig. 2). While we cannot provide a comprehensive explanation of these fluxes based on our measurements (see Sect. 4.1 for a discussion of possible mechanisms), we note characteristic patterns in the meteorological forcing during these three events:

- Episodes with high fluxes exclusively occurred during periods of high wind speeds ($> 6$ to $10 \text{ m s}^{-1}$). On the other hand, many more periods with such wind speeds occurred without associated high CO₂ fluxes.

- All events were accompanied by marked changes of the atmospheric pressure in the period before and during the actual event. However, there is no clear relationship between pressure variation and the actual flux (Figs. 3, 4).

- While the net radiation was negative during the release event in March, it was positive for the uptake events in April and June (Fig. 1). Hence, melting of the snow did not occur for the release events, but it cannot be excluded for the April uptake event, although the air temperature remained well below $0^\circ \text{C}$. For the June event, the snow pack was in the final stages of melting and partly saturated by meltwater (Westermann et al., 2009a).

While the snow acts as a storage layer that buffers the CO₂ exchange between soil and atmosphere, the strong exchange events suggest that the actual gas exchange, i.e., the emptying or potential refilling of the storage, is at least partly forced by mesoscale meteorological factors on timescales of hours to days.

### 4 Discussion

#### 4.1 The role of winter CO₂ fluxes

During the winter season, a small but sustained CO₂ from the snow occurs most of the time at the Svalbard site, which has been also found in other Arctic, sub-Arctic, and high mountain areas (e.g., Björkmann et al., 2010b; Euskirchen et al.,
At the Svalbard site, the period of small but sustained diffusive emissions through the snow pack lasts only until about January (when the snow pack is already fully developed), while positive and negative fluxes occur between January and the snow melt in June (Fig. 2). In contrast, sustained emissions occurred throughout the entire snow-covered period at the sub-Arctic Alaskan site (Euskirchen et al., 2012). A straightforward interpretation could be that soil respiration ceased or was at least strongly reduced around mid-winter at the Svalbard site, either because the microbial activity in the active layer terminated or because the carbon stock available for microbial decomposition was depleted. At the more organic-rich Alaskan site, respiration continued throughout the entire winter season.

Between January and June, our measurements show fluxes in both directions of generally low magnitude, though interrupted by short periods of intense exchange, at a magnitude comparable to the summer fluxes (Sect. 3.2).
events did not exclusively occur during periods with high wind speed. It is also possible that the changes in atmospheric pressure recorded shortly prior and during strong flux events resulted in an additional pumping effect, which led to mixing of gas within the snow pack and a release/uptake at the snow surface. Such pressure effects have been observed for other ecosystems, like peatlands and methane emissions in sub-tropical Japan (Tokida et al., 2007) or over a grass steppe (CO$_2$) in southeast Spain (Rey et al., 2012; Sánchez-Cañete et al., 2013).

These mesoscale turbulence-driven “wind and pressure pumping” events therefore suggest a large convective gas transport into, within, or out of the snow pack as modeled by Bowling and Massman (2011), or earlier by Björkmann et al. (2010b), Seok et al. (2009), Massman (2006), and Massman and Frank (2006), none of whom had any direct atmospheric trace gas flux measurements from above the snow surface that they could use to observe these severe exchange events.

Both effects can explain the strong CO$_2$ emission event in March 2009 (Sect. 3.2) if one assumes that wind pumping and/or pressure changes triggered the release of CO$_2$ stored in the snow pack from autumn and early winter soil respiration. During the CO$_2$ uptake event in April 2009, wind and pressure pumping and ventilation of the snow pack may have played a role as well, but a full explanation would require prescribing a mechanism to store the corresponding amounts of CO$_2$ within the snow pack. If such a mechanism exists, it is likely that it would not be detectable in studies at more southerly sites where ongoing soil respiration constantly recharges the snow pack with CO$_2$. Over sea ice, negative fluxes of generally lower magnitude have been recorded in winter (Nomura et al., 2010), which is related to changes in the partial CO$_2$ pressure of the brine. While sea salt is present in the snow pack in the study area around Ny-Ålesund (Domine et al., 2004), any connection to CO$_2$ fluxes is purely speculative. Another possibility could be an uptake of CO$_2$ by the meltwater produced (as recorded in ice cores, Jinho et al., 2008), which could explain CO$_2$ fluxes into the snow pack, but can most likely not explain the magnitude of the fluxes recorded in this study. During the uptake event in June (Sect. 3.2), the footprint of the eddy covariance system was characterized by melting snow patches (Westermann et al., 2009a). Hence, the measured flux values must be seen
as a mix of strongly different flux sources, i.e., snow-free areas with possibly strong photosynthetic activity and snow patches/melt water ponds with CO\textsubscript{2} emission or uptake determined by abiotic factors, which prevents a complete picture at this point.

In conclusion, it is not possible to provide a coherent interpretation of the strong winter flux events from the available data set. Therefore, some uncertainty remains whether the strong flux events are a countable contribution to the annual NEE. The eddy covariance technique is associated with a number of uncertainties (e.g., Aubinet et al., 2012) and additional error sources may exist for measurements in the Arctic (Lüers and Bareiss, 2010, 2011, Appendix A). Since this aspect constitutes a major source of uncertainty for the annual NEE budget, it deserves attention in future studies, for example, by measurement of CO\textsubscript{2} gradients above and within the snow pack and in the active layer.

4.2 NEE at the Bayelva site in a circumpolar perspective

An annual cumulative NEE of close to zero was recorded in this study, which is in agreement with the low soil carbon contents reported from the study site (Boike et al., 2008). Despite the uncertainties in the winter fluxes, we are confident that this study can capture the magnitude and the seasonal dynamics of NEE at the high Arctic study site, which is supported by previous studies at the study site covering comparatively short time periods. In 1995, Lloyd (2001a, b) reported a net CO\textsubscript{2} source during late snowmelt (+0.3 g C m\textsuperscript{-2} day\textsuperscript{-1}) changing to a net CO\textsubscript{2} assimilation rate of −0.4 g C m\textsuperscript{-2} day\textsuperscript{-1} at summer, and then returning to a net CO\textsubscript{2} release rate of +0.1 g C m\textsuperscript{-2} day\textsuperscript{-1} in the early autumn. While the snowmelt and summer rates recorded in this study are in excellent agreement, our CO\textsubscript{2} release rates of +0.5 g C m\textsuperscript{-2} day\textsuperscript{-1} observed in September 2008 are approximately 5 times greater, which could be due to temporal and/or spatial variability of the autumn respiration fluxes. Chamber measurements by Uchida et al. (2009) recorded a CO\textsubscript{2} release of +0.3 g C m\textsuperscript{-2} day\textsuperscript{-1} at a nearby site from the thawing soil following complete snowmelt in 2001, but no such effect occurred during our campaign in 2008–2009.

Both summer and winter data have been collected from other Svalbard sites (Adventdalen, Longyearbyen) using air sampling (in the snow) and closed chamber methods (Björkmann et al., 2010a). They reported winter emissions of about 1 to 2 % of the total annual emissions, which ranged from +1.1 to +3.3 g C m\textsuperscript{-2} yr\textsuperscript{-1}. The differences between these budgets and eddy-covariance-derived NEE estimate of this study could be explained by interannual and site-specific variation, and the differences between the (non-comparable) experimental techniques and models employed (Merbold et al., 2012). An example are the strong flux events during periods of high wind speeds recorded by eddy covariance (Sects. 3.2, 4.1), which are most likely not detectable in closed chamber measurements (zero wind speed inside the chamber, chambers buried by drifting snow).

Compared to more productive ecosystems in the Arctic (Shaver et al., 2007), the Bayelva site features relatively low daily fluxes of CO\textsubscript{2}, both during summer assimilation and autumn respiration. A much larger carbon exchange between June and August (NEE of −119 g C m\textsuperscript{-2}) is reported from Samoylov Island in NE Siberia which is characterized by high organic soil content as well as numerous ponds and lakes (Kutzbach et al., 2007). During autumn (September) these water bodies account for between 74 % and 81 % of the calculated net landscape-scale CO\textsubscript{2} emissions at the Siberian Samoylov Island (Abnizova et al., 2012). At Innnavait Creek in Alaska, a NEE between −51 and −95 g C m\textsuperscript{-2} from different ecosystem types and years is reported for June to August (Euskirchen et al., 2012). Nevertheless, the CO\textsubscript{2} uptake of −12 g C m\textsuperscript{-2} during the summer period at the Bayelva site (June, July, August) is remarkably large for such a sparsely vegetated site within the polar climate zone. However, the daily carbon uptake during the summer of 2008 was slightly lower than at the comparable Zackenberg site in northeast Greenland (−0.5 to −1.4 g C m\textsuperscript{-2} day\textsuperscript{-1}, Groendahl et al., 2007).

The release of +7 g C m\textsuperscript{-2} during the autumn (September, October and November) respiration period is significant for the high Arctic carbon balance. During fully snow-covered winter conditions, the carbon balance appears to be more or less in balance (with the exception of a few, but considerable CO\textsubscript{2} exchange events as discussed earlier).

5 Summary and conclusion

The annual carbon balance at this permafrost study site on Spitsbergen is close to zero, displaying a balance between the short summer carbon uptake and the long autumn and winter carbon release. This study has identified four major carbon exchange seasons, each of which makes a significant contribution to the carbon cycle at this high Arctic site:

1. spring (May–June, snow ablation) – the total net flux is a carbon uptake of about −1.5 g C m\textsuperscript{-2}. In this period, gas exchange through the snow pack coincides with the beginning of biological activity on snow-free patches.
2. summer (July–August, snow-free) – the measured cumulative NEE signal shows an accumulated carbon uptake of −10 g C m\textsuperscript{-2}. The gas exchange between soil, vegetation, and the atmosphere is dominated by CO\textsubscript{2} assimilation by plants.
3. autumn (September–October, snow-free/full snow coverage) – the measured cumulative NEE signal shows a release of carbon of about +4.5 g C m\textsuperscript{-2}. The CO\textsubscript{2} exchange predominantly occurs due to CO\textsubscript{2} respiration by microorganisms and plant roots.
4. winter (November–April, full snow coverage) – a net release of carbon between $+6 \text{ g C m}^{-2}$ and $+7 \text{ g C m}^{-2}$ (from 0.3 and 0.5 g C m$^{-2}$ for January and February to 2.1 and 1.8 g C m$^{-2}$ for November and December) was measured. The gas exchange between soil, snow, and the atmosphere are most likely derived from soil respiration, but the release is mediated by the snow cover and mesoscale wind and pressure forcings.

The results of this 12-month study emphasize the significance of small winter carbon fluxes for the total annual carbon budget of Arctic ecosystems. The measurements suggest that approximately two-thirds of the summertime CO$_2$ uptake is compensated by the wintertime CO$_2$ release, while one-third occurs during the autumn respiration. The snow cover plays an important role in storing and releasing CO$_2$ through atmospheric forcing. The state (source or sink) of an Arctic ecosystem can therefore only be addressed by continued, year-round and multiyear measurements of trace gas fluxes and atmospheric circulation and exchange patterns.
Appendix A: LI-7500 instrument surface heating correction (Burba correction)

The heat generated by the sensor body of an LI-7500 open-path gas analyzer (LI-COR Biosciences Inc.) is a potential error source of eddy covariance measurements (Lafleur and Humphreys, 2007). Such artificial heating may result in convection within the sampling volume (the infrared pathway) and thus influence the WPL (Webb–Pearman–Leuning) correction for density fluctuations (Webb et al., 1980). At the current state of knowledge, it remains uncertain how this influence can be avoided or corrected (Grelle and Burba, 2007; Burba et al., 2008; Järvi et al., 2009; Burba and Anderson, 2010; Burba, 2013; Oechel et al., 2014). In this study, the sensor head was tilted to one side by 45° so that convective plumes generated by artificial heating would rise away from the sensor’s infrared pathway (Foken, 2008). This minimizes (and may even eliminate) any possible error due to heat generated by the sensor. The correction suggested by Burba et al. (2008) and Burba (2013) that was not applied is documented in the following. We attempted the only correction for density fluctuations (Webb et al., 1980). At the current state of knowledge, it remains uncertain how this influence can be avoided or corrected (Grelle and Burba, 2007; Burba et al., 2008; Järvi et al., 2009; Burba and Anderson, 2010; Burba, 2013; Oechel et al., 2014). In this study, the sensor head was tilted to one side by 45° so that convective plumes generated by artificial heating would rise away from the sensor’s infrared pathway (Foken, 2008). This minimizes (and may even eliminate) any possible error due to heat generated by the sensor. The correction suggested by Burba et al. (2008) and Burba (2013) that was not applied is documented in the following. We attempted the only method suitable for correcting our data set which was collected without available in-path rapid temperature measurements (method 4).

According to Burba et al. (2008), the total sensible heat flux $Q_H^{corr}$ for the WPL term is computed by adding estimated sensible heat fluxes ($S$) from key instrument surfaces around the open path, i.e., from the bottom window ($S_{bot}$), the top window ($S_{top}$), and the spar ($S_{spar}$), to the ambient sensible heat flux ($\rho C_w \overline{wT}$):

$$Q_H^{corr} = \rho C_w \overline{wT} + S_{bot} + S_{top} + 0.15 S_{spar}. \quad (A1)$$

To obtain the additional sensible energy $S$ emitted from these three key instrument surfaces, Burba et al. (2008) used the convective form of the air conductivity by Nobel (1983) where the thermal conductivity coefficient of air ($k_{air}$, in W·K$^{-1}$) is multiplied by the quotient of $T_s$, which is the mean surface temperature of the bottom window ($T_{s,bot}$), the top window ($T_{s,top}$), and the spar ($T_{s,spar}$) minus the ambient air temperature ($T_a$) in Kelvin, divided by the geometrical parameters describing the sphere of the affected boundary layer between the bottom and top window and spar, and the size and shape of the instrument’s body parts (see Table 1 in Burba et al., 2008).

The required values for $T_a$ were estimated by Burba et al. (2008) through multiple regressions with the key weather variables of air temperature ($T_a$), radiation, and wind speed (see Table 2 and Fig. 3 in Burba et al., 2008).

If the net radiation ($R_{net}$) is greater than zero (daytime) the relevant relationships are

$$T_{s,bot} = 0.944 \cdot T_a + 2.57, \quad (A2)$$
$$T_{s,top} = 1.005 \cdot T_a + 0.24, \quad (A3)$$
$$T_{s,spar} = 1.01 \cdot T_a + 0.36, \quad (A4)$$

and if $R_{net}$ is less than zero (nighttime),

$$T_{s,bot} = 0.833 \cdot T_a + 2.17, \quad (A5)$$
$$T_{s,top} = 1.008 \cdot T_a - 0.41, \quad (A6)$$
$$T_{s,spar} = 1.01 \cdot T_a - 0.17. \quad (A7)$$

Using these relationships, we obtained net ecosystem exchange (NEE) values (Fig. A1) that amounted to an unrealistically high annual carbon budget of around $190 \text{ g C m}^{-2} \text{ yr}^{-1}$ compared to around zero $\text{ g C m}^{-2} \text{ yr}^{-1}$ without the correction, which is more plausible considering the low carbon content in the soils at the study site (Boike et al., 2008). The high annual NEE values are most likely related to a constant positive offset (produced by the correction equations) of around 0.03 mg C m$^{-2}$ s$^{-1}$ added to each of the NEE flux values (see Table 4 in Burba et al., 2008 and also Euskirchen et al., 2012). However, if the CO$_2$ fluxes are very low and fluctuate within a narrow range close to zero as in...
our case, this bias, induced by only 15 J s\(^{-1}\) of heating power, resulted in an unrealistic addition of around 10 to 15 W m\(^{-2}\) (sum of \(S_{\text{bot}}\), \(S_{\text{top}}\), and \(S_{\text{par}}\)) to the standard WPL correction term for a vertically oriented LI-7500 sensor head, irrespective of the wind speed and air temperature. Consequently, the flux direction was changed for many values which resulted in a large positive bias for the total carbon budget (Fig. A1).

On the one hand, it is possible that the correction is not applicable for a tilted sensor, as described by Oechel et al. (2014). On the other hand, our results suggest that caution is warranted when applying the correction for low CO\(_2\) fluxes in the range of the heat correction offset. As outlined in Sect. 2.2, we therefore chose not to apply the correction to the data set presented in this study.
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